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Abstract
UPDATED—July 3, 2020. The use of conversational AI has
become more ubiquitous in public and private life. Although
conversational artificial intelligence (AI) may be useful and
seamless, using voice to mediate human-AI interaction
raises potential privacy risks and socio-cultural implications
for gender bias and childhood development. To better un-
derstand the downstream implications of AI, we pose a set
of questions to frame how conversational AI and various
stakeholders may interact within sociotechnical systems.

Introduction
AI is made conversational for better human interaction, but
we don’t fully understand the consequences of using voice
to mediate human-AI interaction. In a prior study, we found
that speaking with a vocal user interface increased the
propensity of disclosing highly sensitive information [13].
Using voice puts users at risk of exposing sensitive data
and may influence the development of children. Unlike sub-
mitting data through forms, speaking to a conversational AI
is transient and seamless; users may not be aware of infor-
mation they have shared or what the AI has inferred from
their natural language utterances.

This paper discusses the potential consequences of using
voice-based conversational AI. Drawing from design ac-
tivities common to speculative design and value-sensitive
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design, this paper poses a set of questions that guide us to
think more critically about what may happen when humans
and AI talk.

Related Work
Conversational Agents
AI agents (Siri, Alexa, Google Home) have been used to
simulate human labor and interaction for a variety of pur-
poses. These algorithmic agents have been reimagined
as personal assistants, navigators, educators, and even
judges. Some have characterized conversational AI as a
means to mitigate emotional labor and burnout associated
with professions in social work, therapy, and criminal jus-
tice [11].

Philosophical Critiques of AI
Weizenbaum, the creator of the first chatbot, argued against
using AI technologies to replace people in roles that require
respect and care. Today, Weizenbaum’s argument applies
to the creation of therapy bots, mental health bots, auto-
mated personal assistants. Weizenbaum explains that if
machines replace jobs that require human empathy, hu-
mans will find themselves “alienated, devalued, and frus-
trated.” Ultimately, Weizenbaum believes that “thinking of
ourselves as computers” leads to the “atrophy of the human
spirit.” [12].

Techniques from Speculative Design
Design Fiction has been used to probe values and ethics
in sociotechnical systems. [1]. These practices ask "what
if?" to surface and discuss the relationships among the so-
cial, political, and technical by using artifacts to build a sto-
ryworld rich with multiple perspectives. Meanwhile, Value
Sensitive Design incorporates reflecting on social values
in the design process, encouraging designers to consider
direct and indirect stakeholders over time [2].

To better understand the landscape of implications, we ask
"what if?" and identify vulnerable stakeholders of conversa-
tional AI. Future work in speculative design may start with
asking and answering these questions in greater detail.

Media Equation Theory and Voice
In this section, we ask: what is the technology in context?
We highlight the historical context of conversational AI, the
theory behind human-computer relations, and the affor-
dances of voice.

Media Equation Theory
The Media Equation Theory posits that people apply social
rules, which widely exist in real-life social settings, to their
interactions with computers. In a controlled experiment,
people were asked to rate the performance of a computer
after completing a task with it. If the computer asked some-
one to rate itself, that person acted politely and gave it a
higher score [8].

Affordance and Ease of Voice Interaction
The proliferation of voice-based conversational AI is in part
due to the ease of the interaction. Voice indicates social
presence [8] and implies that another human is near and at-
tempting to communicate [5]. A controlled experiment found
that peoples’ responses were significantly more socially ap-
propriate and cautious when the treatment was a computer
with a voice input [6].

In a previous study, we found that speaking to vocal user in-
terfaces increases the propensity to disclose sensitive infor-
mation and feelings of closeness towards AI systems [13].
When listening and speaking to a conversational AI, partici-
pants gave longer answers and answered more increasingly
invasive questions. When the conversational AI had a fe-
male voice, subjects disclosed more information than all
other gender outputs [13].



Potential Ethical and Sociocultural Impacts
In this section, we ask, what are the ethical and sociocul-
tural implications of conversational AI? How might AI design
reflect our inherited values and preferences?

Privacy
Individual users may not be aware of the behavioral con-
sequences of speaking and listening to a conversational
AI, nor are they afforded the opportunity to negotiate the
terms in which they can disclose or protect their own data.
Self-disclosure may be used to gather data with the goal
of improving the user experience of a conversational AI.
However, unlike submitting data via structured forms, the
experience of speaking and listening to a conversational
AI presents itself seamlessly. Users may not be more con-
scious of what information they have disclosed or what has
been inferred from their natural language utterances.

Conversational AI as Social Actors
In this section, we identify stakeholders who may be af-
fected by conversational AI and present potential scenarios
in which conversational AI may cause harm.

Gender Bias
The anthropomorphization of conversational AI is magnified
when the system has been imbued with a personality [9,
4]. Agent persona expressions can indicate gender, age,
race, cultural affiliation, and class. Many publicly available
agents present as females, including popular assistances
such as Siri, Alexa, and Cortana. According to prior litera-
ture, behavioral differences have been shown when people
are exposed to gendered voices [7]. Conversational AI with
female voices are rated higher when discussing love and
relationships; meanwhile, those with male voices are rated
higher when discussing technology and logic [7]. Gendering
AI systems may reflect market research, but they perpetu-

ate harmful gender stereotypes. Gendered conversational
AI systems may increase user satisfaction at the risk of re-
inforcing gender bias.

Impact on Children
Children have been found to attribute mental states such as
intelligence and feelings to social robots [3]. Once a tech-
nology is humanized, it may potentially be used for ma-
nipulative purposes. We may imagine scenarios in which
conversational AI may cause harm — What if a conversa-
tional AI asks for a parent’s credit card information? What
if a conversational AI feels sad when you don’t buy more
accessories? What are the consequences when children
interact or grow up with a conversational AI?

Children’s social development may be negatively effected
by conversational AI. Although conversational AI may evince
hummanness, they give off the illusion of companionship
without the reciprocity of a mutual relationship [10]. Psy-
chology researchers have argued that conversational AI
may potentially chip away at children’s desire to hold face-
to-face conversations that foster empathy; conversational AI
may “bend to kids’ every whim,” leading to disrespectful and
abusive children.

Conclusion
The ubiquity of conversational AI is attributed to its ease of
interaction. Despite its affordances, designers, developers,
and researchers must consider its future consequences.
Following the set of questions we pose, we suggest that fu-
ture work investigating the implications of AI start with ask-
ing “what if?” and “who?” Ultimately, the human tendency
to anthropomorphize and disclose sensitive information to
voice-based conversational AI raises potential ethical and
sociocultural implications that may harm personal privacy,



exacerbate gender bias, and influence the social develop-
ment of children.
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