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ABSTRACT

Emerging methods for participatory algorithm design have proposed collecting and aggregating individual stakeholders’ preferences to create algorithmic systems that account for those stakeholders’ values. Drawing on two years of research across two public school districts in the United States, we study how families and school districts use students’ preferences for schools to meet their goals in the context of algorithmic student assignment systems. We find that the design of the preference language, i.e. the structure in which participants must express their needs and goals to the decision-maker, shapes the opportunities for meaningful participation. We define three properties of preference languages – expressiveness, cost, and collectivism – and discuss how these factors shape who is able to participate, and the extent to which they are able to effectively communicate their needs to the decision-maker. Reflecting on these findings, we offer implications and paths forward for researchers and practitioners who are considering applying a preference-based model for participation in algorithmic decision making.

CCS CONCEPTS
• Human-centered computing → HCI theory, concepts and models; Empirical studies in HCI.
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1 INTRODUCTION

Algorithmic systems increasingly impact peoples’ lives by mediating their access to resources and by making high-stakes decisions in domains like education, employment, healthcare, and child welfare [18, 43, 69, 90, 96]. Documented issues of discrimination [5, 9, 28, 89], biased system performance [15, 19, 86, 117], and dissatisfaction among key stakeholders [95, 114] have increased pressure to improve these systems by accounting for the values and needs of those who use or are affected by them. Building on social choice theory [70], emerging methods for participatory algorithm design have proposed collecting and aggregating individual stakeholders’ preferences to create algorithmic systems that represent the values and goals of those stakeholders [22, 37, 39, 40, 64, 66, 72, 78, 79, 87, 125, 126]. In this paper, we study how the design of the preference language, i.e., the language in which participants are asked to express their preferences, shapes the opportunities for meaningful participation.

One area in which participants’ preferences are incorporated toward algorithmic decisions is assigning students to public schools [101]. Algorithmic student assignment systems, which are widely used across the U.S., require students to submit a ranked list of schools that they would like to attend. The school district then uses a matching algorithm to assign students to schools in a way that optimally satisfies the students’ preferences [3]. School districts reason that compared to neighborhood-based assignments, these preference-based assignment systems provide more flexibility to families, create more diverse classrooms, and promote educational equity [109]. However, many school districts have found that the algorithms do not meet these expectations in practice [98]. For example, San Francisco Unified School District found that families had difficulty navigating their system, and that segregation increased since the system was introduced, with students from historically marginalized backgrounds concentrated in under-served schools [53]. These challenges became so severe that the school district voted to stop using and redesign the system in 2018.

We studied student assignment processes in two neighboring school districts in the U.S. to understand how families and school districts use preferences to meet their goals. This case study offers insight into the challenges and limitations of the preference-based approach to incorporating stakeholder participation in algorithmic decision-making. Our data include 27 semi-structured interviews with parents and with community members who helped parents through the enrollment process (e.g., district, school, and non-profit staff), in addition to several informal conversations with relevant stakeholders over the course of two years.

We find that the design of the preference language defines the opportunities for participation (Fig. 1). In student assignment systems, participants submit a ranked list over schools, possibly of limited length. Other common preference languages can include pairwise comparisons between real or hypothetical options, and providing weights over features of the decision outcome [79]. We define three properties of preference languages – expressiveness, cost, and collectivism – and discuss how the design of the preference language with respect to each of these factors can shape and limit meaningful participation. Preference languages are often designed to be structured and scalable so that large numbers of participants can be involved at low cost. This means that a preference language cannot cover all possible needs, and some participants may be able to express their needs more than others (expressiveness). Second, it takes time and effort for participants to translate their complex and often vague needs into the structured preference language (cost). This can be especially costly for participants who do not already know what they need, or how to express their needs in the preference language. These costs create disparities between people based on their access to time and resources. In the school assignment case, parents with fewer resources face greater barriers to convey all of their needs and goals through their ranked list of schools. This is partly due to the cost of gathering information about the schools [99]. Finally, we find that aggregating individual preferences is often a limited means to achieve complex collective goals (collectivism). In the case of student assignment, school districts’ goals such as integration and educational equity have been very difficult to achieve through the aggregation of individual preferences, which can only express families’ self-interested priorities.

Reflecting on these findings, we offer implications and paths forward for researchers and practitioners who are considering applying the preference-based model for participation in algorithmic decision making. First, we discuss opportunities to improve expressiveness and reduce costs associated with a preference language. These include improving the resources available, providing support (e.g., information support) for stakeholders to use the preference language, and simplifying or re-designing the preference language to make it a more natural representation of how people already think about their needs. Second, we discuss paths forward for engaging community members in deliberation to co-define collective goals, drawing insight from procedural justice theory. Procedural justice theory considers how the process through which a decision is made impacts satisfaction, perceptions of fairness and legitimacy, and compliance with that decision [119, 122]. We also propose technical mechanisms for better aligning preference aggregation mechanisms with community-defined collective goals, even while only eliciting self-interested preferences. Finally, we discuss the limitations of preference-based systems, and the potential for their emphasis on individualism and free market values to cause harm. Ultimately, we argue that preference elicitation and aggregation mechanisms will never reach the ideals of participatory methodology [83] without careful attention to how the preference language and sociotechnical infrastructure supporting it enable equitable and meaningful participation.
2 RELATED WORK

In this paper, we use student assignment algorithms as a case study to examine the challenges for using individual preference aggregation as a form of participation in algorithmic decision-making. In this section we provide an overview of participatory algorithm design and the preference-based approach to algorithm design. Then, we provide a brief overview of the literature on matching algorithms for student assignment.

2.1 Stakeholder Participation in Algorithmic Decision-Making

Growing awareness that algorithmic decision-making may harm marginalized people has driven researchers to seek methods for directly involving stakeholders in the design of algorithmic systems. Incorporating direct stakeholder participation is intended to bring diverse knowledge and perspectives into design, and to build technologies that have a more positive influence on people’s lives [14, 24, 30]. Recent work has drawn on methods and practices from frameworks like participatory design [82], human-centered design [88], and value-sensitive design [35]. Common methods include design workshops [6, 18, 93] and interviews [34, 77, 104, 112, 127], while further work is needed to define what participation can and should look like in the context of algorithmic systems. Delgado et al. [30] catalogued 9 different approaches to increasing stakeholder participation in algorithmic systems, noting that they vary substantially in terms of the degree of power different stakeholders are afforded, and when in the design and deployment of a system they are afforded that power. Birhane et al. [14] developed standards for evaluating whether particular approaches are aligned with the goals and values of participatory AI, such as the degree of reciprocity and participant empowerment.

Prior work in participatory and human-centered design methods foreshadows some of the challenges that arise when attempting to engage stakeholders to build more beneficial and just algorithmic technologies. For instance, it can be very difficult to subvert power dynamics, both between designers and participants and among participants, to promote genuine and equal participation [30, 54, 61]. The format and outcomes of participation are also often constrained in a way that presumes that there must be a technical solution and only allows participants to tinker around the edges of it, rather than offering meaningful decision-making power about what the system should do and whether it should exist at all [30, 61]. In the worst case, seemingly participatory practices can offer a guise of legitimacy to harmful technologies, making it more difficult to challenge those systems in the long run [13, 14, 33, 111].

Even if a participatory process effectively and meaningfully engages marginalized stakeholders, challenges remain. For example, researchers or designers often have to aggregate input from many participants and translate this input into a technical design specification, leaving room for unequal representation, misinterpretation, or even disregard of stakeholders’ views. Some researchers have tried to bridge this gap by allowing participants to play a more direct role in building algorithmic systems. For example, the ORES system allows Wikipedia editors to directly specify and request machine learning models that meet their editing needs [52]. In this paper we focus on another line of work, which draws on social choice theory [70] to develop what we refer to as “preference-based systems.” This approach incorporates direct input from stakeholders by eliciting individuals’ preferences over some available alternatives, and then aggregating those preferences using an algorithm to make a decision. Preference-based systems are appealing because they easily scale to allow a large number of people to directly contribute their views, and there exist a range of well studied aggregation procedures to translate this input into a decision. We next discuss how this class of algorithms has been used to increase participation in algorithmic decision-making, and what challenges remain.

2.2 Preference-based Algorithmic Systems

There are two main stages of any preference-based system, preference elicitation and preference aggregation. In the preference elicitation stage, a decision-maker asks participants to quantify their relative value for some available options in a structured preference language. A preference language consists of a set of features and a set of weights over features [70]. Features may be a set of real alternatives (e.g., a list of schools in a school district), or attributes of those alternatives (e.g., a school’s location, start time, or language programs).

Once the decision-maker has collected preferences from stakeholders, they then need to aggregate those preferences to make a decision. Researchers in social choice theory [2] have developed various aggregation procedures that are designed to make decisions that satisfy some normatively justified axioms or formal definitions of optimal assignment [16, 70]. For example, matching algorithms are guaranteed to produce assignments that are stable — no two students can swap assignments in a way such that both the students and the schools are better off — or Pareto efficient — there is no way to improve one student’s assignment without making another worse off [3]. In other contexts, researchers have advocated for voting procedures on the basis of properties like robustness to noisy preference information [12, 42, 66].

Systems based on preference elicitation have long been used in market and mechanism design [101] and participatory democracy [23]. More recently, researchers have explored how these methods could incorporate stakeholders’ perspectives and values more directly into the design and function of algorithmic systems. Some of this work fall under the umbrella of computational social choice [17]. For example, Noothigattu et al. [87] proposed collecting people’s preferences in hypothetical scenarios, using that data to build personalized preference models, and then aggregating predicted preferences to make decisions in new situations. The authors suggested that this approach could be used to build autonomous vehicles

---

1There is a large literature on these algorithms, a complete review of which is out of scope for this paper. We refer interested readers to Abdulkadiroglu and Sönmez [3], which introduced the mechanism design approach to the student assignment domain, and Roth [101] for an overview of applications of mechanism design.
that align emergency decision-making with people’s ethical preferences. Researchers have subsequently explored how this approach can improve efficiency and fairness in distributing donations for a non-profit organization [78], align shift scheduling with workers’ and managers’ preferences [79], and account for citizens’ ethical preferences in automated flood management decisions [39]. Friedman et al. [40] suggested a related approach, modifying a matching algorithm for organ transplants to weight matches according to peoples’ preferences about which patients should be prioritized. In experiments, their algorithm improved outcomes for typically under-demanded patients who are currently less likely to receive an organ match. Other areas where researchers have studied how individuals’ preferences can be elicited and aggregated to guide algorithmic decision-making include patient triage in hospitals [64], selecting appropriate performance trade-offs for ML models [22, 125, 126], allocating public budgets and resources [23, 72], defining diversity quotas for elections [37], selecting student volunteers for conferences [94], dividing goods and labor among groups of people [75, 76], aligning recommender systems with users’ values [115], and balancing conflicting perspectives in content moderation [46].

This research highlights the potential for these kinds of systems to align algorithmic decision-making with people’s needs and values at scale. The process of quantifying one’s preferences can help people better understand their own needs [78, 79], and this approach makes explicit to decision-makers the pluralism of priorities and values in a group of stakeholders [46, 72]. However, it is difficult to design effective and easy-to-use preference languages and aggregation procedures. For example, Lee and Baykal [75] conducted an experiment where a group of people used a matching algorithm to divide up tasks according to their preferences. Participants found it difficult to quantify their preferences using the given preference language. As a result, they relied on error-prone cognitive heuristics to simplify the task. Individual preferences also cannot account for cooperative and altruistic behavior. In the same study and in a related experiment involving goods division [76], participants wanted to deliberate and cooperate to find more acceptable compromises than the algorithm’s allocation.

Matching algorithms are a kind of preference-based system that have been used in real world markets, such as organ transplant matching, assigning medical students to residency programs, and assigning students to public schools, for decades [100]. In this time, researchers have been able to observe how these systems function in the real world. This has provided insight into how to build effective, equitable preference-based systems. We also draw on this newer body of work developing other kinds of preference-based systems to inform the design of student assignment algorithms. In particular, we study how the preference languages in these different systems shape who can participate, what they can communicate about their needs, values, and priorities, and how collective goals can be achieved using the submitted preferences. We conclude this section with an introduction to student assignment algorithms.

2.3 Student Assignment Algorithms

In most public school districts in the U.S., students are assigned to schools based on where they live. Therefore, racial segregation and economic inequalities result in segregated and unequal schools. Increasingly, school districts have been introducing school choice systems that allow students to apply to schools across the district. Students submit a ranked list of schools they would like to attend and the district uses an algorithm to match students to schools based on those preferences. Many school districts implemented these systems for their potential to advance equitable access to high quality education, create more diverse classrooms, and provide flexibility to families [68].

Economists in the field of market design have developed a number of matching algorithms that model the student assignment problem as a two-sided market and seek to find an optimal matching based on each side’s preferences [41, 110]. The incoming students and available seats are the two sides of the market. Students report their preferences by ranking the schools, and schools can define priority categories for students, such as priority for younger siblings of continuing students or priority for students living in the school’s surrounding neighborhood. The matching algorithms used in the student assignment context are student-optimal in the sense that they are optimized to satisfy student preferences as efficiently as possible, subject to each school’s capacity constraints [3]. Often, school priorities only determine the order in which students are offered over-demanded seats.

These systems are a useful case study of preference-based algorithmic systems because they have been used in school districts across the country for several decades [101]. This has given researchers the opportunity to observe challenges in practice, such as confusion for families and decreasing classroom diversity. For instance, through working with school districts to implement these algorithms, Pathak [95] noticed that early theoretical literature overlooked or oversimplified challenges of practical importance like strategic incentives, transparency, and coordinating offers to improve the efficiency of waitlists. Economists have since applied empirical and experimental methods to understand strategic behavior [31, 32, 48, 50, 55, 67, 92, 97], information needs [8, 20, 26, 27, 29, 49, 57, 59, 80], and diversity constraints [36, 45, 51, 56, 73, 85, 91].

However, researchers have raised concerns that tinkering with the technical implementation of these algorithms is insufficient to improve the enrollment systems overall. Kasman and Valant [68] discussed the strong political forces shaping how these algorithms are used, understood, and accepted in school districts. They argued that these algorithms are easily misunderstood by stakeholders, and that adoption will depend more on how people interact with these systems than their underlying theoretical properties. Hitzig [60] pointed out that matching algorithms’ emphasis on efficiency makes strong implicit assumptions about the optimal distribution of assignments, namely that the ideal outcome is the one where every student is assigned to their first choice school. This is often

\[\text{Deferred Acceptance [41] and Top-Trading Cycles [110] are commonly used for student assignment.}\]

\[\text{For more details about properties of matching mechanisms and matchings, such as strategy-proofness, and trade-offs between stability and efficiency, see Abdulkadiroglu and Sonmez [3]. For the purposes of this paper, it is most important to keep in mind that the primary goal of these algorithms is to satisfy student preferences.}\]
framed in economics as objectively optimal rather than only one of many ways to distribute resources, and one which may not align with school districts’ collective goals. In our prior work exploring why San Francisco Unified School District decided to re-design their assignment algorithm, we argued that the modeling assumptions underpinning the system’s design overlooked the complex barriers to ideal participation that many families face, particularly because of socioeconomic inequalities [98]. In follow up work in Oakland Unified School District, we highlighted the importance of information sharing among trusted community networks for supporting marginalized families’ participation in school choice [99].

We build on this prior literature by bringing together the interview data we have collected in San Francisco and Oakland, California to discuss the role of the preference language in shaping opportunities for participation. We compare and contrast this case study to other kinds of preference-based systems to identify broader implications for the design of preference languages and propose key paths forward for the emerging field of participatory algorithm design. To end this section, we briefly provide context for each of the two school districts studied in this work. In the next section we describe our research method.

San Francisco Unified School District. San Francisco Unified School District (SFUSD) introduced a student assignment system based on a matching algorithm in 2011 in the hopes of promoting equitable access to educational opportunity and diverse classrooms [109]. However, by 2018 the Board had voted to redesign the system in response to widespread dissatisfaction among families and clear evidence that the system was not serving the district’s goals [53]. Under this system, families could apply to any school in the district, and could list as many schools as they wanted to in their application. The algorithm gave priority to students living near schools that performed poorly on statewide standardized tests [109]. Although this system, in theory, offers equitable access to all of the district’s schools, the algorithm had been unable to promote diverse classrooms and equitable access to education in practice, largely due to racial and socioeconomic disparities in participation rates and segregation in the preferences of those families who do participate [107]. The newly proposed assignment system in San Francisco will allow each student to choose from within geographical zones, with school districts’ collective goals. In our prior work exploring this system has not met expectations [98]. Our work in Oakland focused on learning about these participation challenges [99].

Oakland Unified School District. Oakland Unified School District (OUSD) also has an open enrollment system, where families can apply to any public school in the district and the district uses a matching algorithm to assign students to schools. Unlike San Francisco, families can only rank up to 6 schools on their application, and the algorithm gives top priority to students living in each school’s surrounding attendance zone. Almost 90% of OUSD students are students of color, and over 70% are eligible for free and reduced price lunch, but schools have remained segregated and unequal, with several of the highest resource schools serving almost 50% white students. In response to this problem, OUSD is piloting a new priority category to make more space for students who live in poorer parts of the city to attend these high-resource schools. The district is also concerned about families’ access to information about schools and the application process, particularly for parents who are new to the district and/or have limited English proficiency. Our work in Oakland focused on learning about these participation challenges [99].

3 METHODS

This work draws on qualitative data collected as part of separate, but closely related, research projects that we conducted in collaboration with two neighboring school districts, San Francisco Unified School District (SFUSD) and Oakland Unified School District (OUSD) [98, 99].

3.1 Data Collection

We conducted 27 semi-structured interviews with parents (13 SFUSD; 10 OUSD) and staff in schools (2 OUSD), district offices (1 OUSD), and community-based organizations (1 OUSD) to understand how families use their preferences over schools to communicate their needs and constraints to school districts, and how the districts aggregate those preferences to satisfy parents’ needs and meet district goals such as school diversity. In San Francisco, we recruited parents through four parenting email and Facebook groups by contacting group administrators who shared a brief recruitment survey on our behalf. In Oakland, we recruited parents on Twitter and through community-based organizations. We grew the initial sample of participants using snowball sampling. The interviews in San Francisco mainly focused on the kindergarten application process, while the parents from Oakland had enrolled children in elementary, middle, and high schools.

During the interview, we asked participants to describe their application and enrollment experiences. In addition to interviews with parents, we interviewed 4 people who work in schools, school district offices, and non-profit organizations in Oakland. These were people who had actively worked to support families through the enrollment process in their role. During these interviews, we asked participants to describe their work related to student enrollment. Three of these participants were also parents, in which case we were asked a mix of questions about their experiences enrolling their own students in schools and their experiences supporting other families through the enrollment process. The interviews with parents provided insight into individual families’ experiences with and perceptions of the system. The interviews with staff members who work with families to support enrollment gave a broader view of the types of challenges that families face and how schools, districts, and communities have responded to address these challenges.

Interviews were between 30 and 50 minutes and participants received a $30 gift card. Interviews were conducted over the phone.

---

[53] Source: OUSD Fast Facts 2021-2022

[109] The enrollment process is slightly simpler for families at later stages of education, as there are fewer available schools and some districts have feeder patterns between stages; otherwise, there were no major differences in reported experiences by educational stage.
in English and Spanish (with an interpreter) between February 2020 and March 2021. At the end of the interview, we asked participants a set of demographic questions. Participant demographics are shown in Table 1.

3.1 Limitations. Due to convenience and snowball sampling methods, the interviews are not representative of the full breadth of experiences that families have when enrolling in public schools in U.S. school districts with school choice. The interviews in San Francisco, in particular, lacked representation of marginalized families. This was a limitation that we prioritized in follow up work in Oakland, where we specifically recruited families of color, low-income families, and families with limited English proficiency, who have been and continue to be underserved by the public education system in the United States.

3.2 Data Analysis
We conducted inductive, qualitative analysis on the interview transcripts [81]. First, we conducted open coding on a line-by-line basis [25] to understand how parents use the system and what challenges they face in meeting their goals. We then conducted axial coding to identify relationships between codes and higher level themes. We first analyzed the data from San Francisco, before conducting interviews in Oakland. At this stage, the first author conducted open coding and identified a common set of parents’ priorities (e.g., “test scores,” “resources,” and “travel logistics”) and challenges (e.g., “stress,” “information needs”) when participating in school choice. We then conducted axial coding, and grouped 25 of our 39 codes into two higher level groups, “finding information” and “considering priorities.” Other codes included “building relationships,” “worrying about availability/scarcity,” and “voicing concern.” Finally, we conducted a final round of coding on the full dataset to compare and synthesize findings across the two districts.

3.3 Researcher Positionality
We recognize that our personal and professional backgrounds and contexts shape our approach to this research, our interactions with participants, and our interpretations of the findings [11]. The first and second authors conducted recruitment and interviews. Neither author has first-hand experience of a public school choice system, nor is either author a member of the communities in San Francisco and Oakland with whom we conducted this research. Throughout the course of this work, we shifted from direct engagement with parents to working with trusted community leaders, finding that this was a better way to show respect towards the relationships and work already happening in those communities [99]. Our interpretation of our findings is certainly shaped by both our positions as outsiders, as well as our disciplinary backgrounds, which between the authors include human-computer interaction, sociology, law, and economics.

4 DESIGNING PREFERENCE LANGUAGES
In this section, we discuss how the design of a preference-based system shapes (and can limit) participation in algorithmic decision-making. We argue that a core consideration should be the design of the preference language, which consists of a set of features and a way for participants to express their priorities across those features. First, we discuss the implications of the preference language for individual participants: expressiveness and cost. Then we explore the implications of the preference language for achieving collective goals (collectivism). For each of these three factors, we illustrate relevant challenges using examples from the student assignment context, then discuss how those challenges appear and are addressed in other kinds of preference-based systems.

4.1 Expressiveness: No preference language can cover all possible needs
Preference-based systems offer participants a fixed set of alternatives over which they can express their preferences. A core part of designing a preference language is selecting what alternatives or factors are available to participants. Because preference languages must be structured and scalable to large groups of people, no preference language will perfectly capture every possible dimension of everyone’s needs and values. Certain preference languages will be more expressive for some participants than others. It is therefore important to attend to not only how expressive a given preference language is, but for whom it is more or less expressive.

4.1.1 Student Assignment. School choice systems increase access to educational opportunities by offering each student a wider range of schools to choose from, rather than being directly assigned to their neighborhood school. However, even if students can apply to more schools this does not mean they have access to those opportunities in practice. Most families want a school that is close to home and that will provide their child with a high-quality education [21, 74]. However, in the United States, a long history of racist housing and education policies have concentrated schools with more resources and higher academic performance in high-income, predominantly white neighborhoods [74, 102]. As a result, families with more resources are able to more heavily prioritize academic factors, whereas other families face difficult trade-offs between economic and social factors, such as transportation logistics or their child’s safety and sense of belonging [56, 73].

Low-income families are more likely to face these trade-offs between school resources and proximity to home, since higher resource schools are mostly located in wealthier areas of the city [2, 20, 58, 74]. Proximity was especially important to parents of younger children, parents who don’t have access to a car, and parents who were concerned about the safety of their neighborhood. O12 “used to walk with him [to school] and then I started to learn to drive. Because when I walk or when I wait for the bus, the bus would take so long.” Discrimination and segregation in classrooms also mean that a school that offers high quality opportunities to white students may not provide a safe and supportive environment for students of color [4, 21, 105]. For instance, O14 saw that her son was “becoming a different person, I couldn’t even recognize him,” due to his treatment by his first grade teacher. Resolving this situation
Table 1: Parent demographics. Interviews with participants marked with † were conducted in Spanish and English with an interpreter. Incomes marked with * are estimates based on median income in home zip code, all other fields are self-described.

<table>
<thead>
<tr>
<th>Role</th>
<th>Race/Ethnicity</th>
<th>Income</th>
<th>Education</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1 Parent</td>
<td>White and Hispanic</td>
<td>Low</td>
<td>Bachelor’s</td>
</tr>
<tr>
<td>S2 Parent</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S3 Parent</td>
<td>Chinese</td>
<td>Middle</td>
<td>Graduate</td>
</tr>
<tr>
<td>S4 Prospective parent</td>
<td>Chinese</td>
<td>Middle</td>
<td>Bachelor’s</td>
</tr>
<tr>
<td>S5 Parent</td>
<td>Vietnamese</td>
<td>Middle</td>
<td>Graduate</td>
</tr>
<tr>
<td>S6 Parent</td>
<td>Asian</td>
<td>Middle</td>
<td>Bachelor’s</td>
</tr>
<tr>
<td>S7 Parent</td>
<td>White</td>
<td>High</td>
<td>Graduate</td>
</tr>
<tr>
<td>S8 Parent</td>
<td>White and Middle Eastern</td>
<td>Middle</td>
<td>Graduate</td>
</tr>
<tr>
<td>S9 Parent</td>
<td>White</td>
<td>Upper middle</td>
<td>Graduate</td>
</tr>
<tr>
<td>S10 Parent</td>
<td>Asian-American</td>
<td>Upper middle</td>
<td>Graduate</td>
</tr>
<tr>
<td>S11 Parent</td>
<td>Asian</td>
<td>High</td>
<td>Graduate</td>
</tr>
<tr>
<td>S12 Parent</td>
<td>White</td>
<td>Above median</td>
<td>Graduate</td>
</tr>
<tr>
<td>S13 Parent</td>
<td>White</td>
<td>Upper middle</td>
<td>Graduate</td>
</tr>
<tr>
<td>O1 Parent</td>
<td>African-American</td>
<td>Low*</td>
<td>Graduate</td>
</tr>
<tr>
<td>O2 Parent</td>
<td>Filipino</td>
<td>Low*</td>
<td>-</td>
</tr>
<tr>
<td>O3 Parent, Educator</td>
<td>White</td>
<td>Middle*</td>
<td>-</td>
</tr>
<tr>
<td>O4 Parent, Non-profit staff</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>O5 Parent</td>
<td>African-American / Black</td>
<td>Low*</td>
<td>-</td>
</tr>
<tr>
<td>O6 Parent</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>O7 Parent, School-parent liaison</td>
<td>Latino</td>
<td>Above median</td>
<td>Bachelor’s</td>
</tr>
<tr>
<td>O8 Parent, School district staff</td>
<td>White</td>
<td>Above median</td>
<td>Graduate</td>
</tr>
<tr>
<td>O9† Parent</td>
<td>Honduran</td>
<td>Low*</td>
<td>-</td>
</tr>
<tr>
<td>O10† Parent</td>
<td>Latino</td>
<td>Below median</td>
<td>Middle school</td>
</tr>
<tr>
<td>O11† Parent</td>
<td>-</td>
<td>Unemployed</td>
<td>None</td>
</tr>
<tr>
<td>O12† Parent</td>
<td>Guatemala</td>
<td>Unemployed</td>
<td>2nd grade</td>
</tr>
<tr>
<td>O13 Parent</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>O14 Parent</td>
<td>African-American</td>
<td>Below median</td>
<td>Some college</td>
</tr>
</tbody>
</table>

was a slow and stressful process with serious, lasting impacts on her child, “[the teacher] was fired but I need to build my son’s self-esteem back.” When O7’s daughter started crying on the way to school every day, he faced a language barrier when raising concerns with the school principal. This experience in part motivates his current work as a bilingual parent liaison: “I don’t want any other parents going through the nightmare that I went through.”

Empowering parents to decide what is best for their child is one of the central arguments in support of school choice, but that empowerment is often elusive in reality [106]. A system that offers parents the ability to rank any of the schools in their district may appear to maximize expressiveness and empowerment. However, this approach assumes that all families receive the same utility from being assigned their first choice school, second choice school, and so on. This makes invisible the trade-offs that families face, and the fact that for some families there may be no school that currently meets their needs. This becomes particularly problematic for evaluating and improving these systems. For example, statistics like the percentage of students assigned to their first choice school can overlook persisting segregation and inequalities in access to resources. Since ranked lists do not explicitly convey what factors families value in schools, it is also difficult to reduce these inequalities. For instance, districts trying to increase the enrollment of underserved students at higher resourced schools may assume that those families simply didn’t know about those schools and jump to informational interventions, when really families need better transportation options to make those schools viable.

4.1.2 Other preference-based systems. The expressiveness of a preference language is constrained by its features, and to a lesser extent the format in which participants express their priorities over those features. Designers of preference-based systems have carefully considered how the selection of features over which participants can express their preferences shapes the information that those preferences convey. For instance, researchers have been exploring how to ask users explicitly what kind of online content brings them value to guide recommendation systems, rather than relying on implicit signals like likes and engagement time, which may not be correlated with value and well-being [115]. Park et al. [94] highlight the importance of considering the ways in which relations of power and positionality influence disparities in expressivity between stakeholders. For example, a participant in their study...
suggested that students who need to secure visas for international conference travel could be prioritized for student volunteer positions, but pointed out that if the organizers had not dealt with this challenge personally it may not occur to them to include this factor in the selection process. Participants in Lee and Baykal [75] observed that the preference language assumed equal total utility for different participants, which did not account for the fact that some participants were indifferent about which task they would have to complete, and were happy to cede their preferred task to someone who had very strong preferences.

In response to these challenges, researchers have acknowledged that participation must begin at the stage of designing the preference language in order to ensure that it is expressive and morally acceptable [37, 39, 94]. For example, Lee et al. [78] and Lee et al. [79] began by conducting interviews with stakeholders to collaboratively define key factors over which they would later be asked their preferences. Freedman et al. [40] used an open-ended survey to elicit factors that people felt were and were not morally acceptable for prioritizing organ transplant recipients. However, developing participatory processes to define the preference language brings with it many of the challenges that preference-based systems aimed to address in the first place. For example, Park et al. [94] and Freedman et al. [40] found that for almost every factor they considered, some participants thought it was very important to consider in decision-making, while others felt strongly that it should not be considered. It is not clear how to resolve these disagreements in designing a preference language. As demonstrated by the student assignment case study, choices at this stage have significant consequences for participants’ ultimate ability to express their needs to the decision-maker.

4.2 Cost: Participants have to translate their values and needs into the preference language

The assumption underpinning preference-based systems is that each individual has a latent utility function over some space of alternative decision outcomes, and the preference elicitation mechanism is a way of extracting partial information to estimate that function. In reality, people’s preferences are constructed in and shaped by their particular social context, and shift over time. The costs of forming preferences depend on each individual’s relevant knowledge, the time they have spent reflecting on their preferences, and how directly they can map their conception of their preferences to the constraints of the given preference language. These costs can exclude participants with less time and fewer resources to dedicate to the process, and can lead participants to rely heavily on social learning and heuristics that exacerbate bias and stereotypes in choice patterns.

4.2.1 Student Assignment. In the student assignment setting, researching the available schools, forming a ranked preference list, and submitting it to the school district can be difficult and time-consuming for families. First, families need to be aware that they have a choice to apply to different schools, and then understand what they are looking for in a school. Parents with fewer years of formal education and/or who had more recently arrived in the district often did not know that they could apply to several schools or what they should look for [99]. Even for parents who know what they are looking for, researching schools to transform those known preferences for types of schools into preferences for actual schools can be very time-consuming and frustrating [98, 99].

For example, when O5 first enrolled her child in kindergarten, “it was very hard. A single parent, never done this before, never been in a public school, so I don’t know how everything is run. People just assume that you know what you’re doing and I had not a clue.” To learn more about the process, she enrolled in “a week-long class of learning how to do the application process and how to pick schools, and what makes you want to pick a school.” While this helped her figure out what factors to consider (e.g., academics, sports, other extracurricular activities), and find schools that best met her criteria, this process required a significant time investment.

This challenge is exacerbated when information is not equally available and useful to all families. For example, online information was disorganized and inconsistent across schools [98, 99]. Schools with more resources tended to have more detailed and up-to-date websites, and the information available appeared tailored to the interests of higher-resource families [99]. School tours were often cited as the most useful way to learn about a school. However, these tours can be extremely time consuming and logistically challenging, making them inaccessible to many parents, for instance, those who cannot take time off of work during school hours, or those who cannot secure childcare during the tour [98]. Beyond logistical challenges, tours may also offer less helpful information to families from marginalized backgrounds if tour guides cannot speak to the experiences of children from those backgrounds [99].

As a result of this lack of information, parents rely heavily on others in their network, including family and friends, as well as in online social networks, to inform their preferences. However, in relying on social learning to cope with a lack of authoritative and relevant information, people may fall back on stereotypes and generalizations to make judgments about schools [98]. For instance, one parent in San Francisco said that,

Facebook has been the most helpful because I feel like it’s an insider’s look into the actual school quality and parent experiences there. Parents there are very biased, but it’s better to have information than no information. (S3)

Until recently, parents in San Francisco needed to submit their preference list in person at the district’s enrollment office by a set deadline. On-time participation significantly improves the chances of being assigned a preferable option, as the number of open seats dwindles in subsequent rounds. However, this requires keeping track of deadlines and finding the time to visit the district office, which creates additional information, time, and language barriers [107, 113].

4.2.2 Other preference-based systems. A key challenge in designing preference elicitation mechanisms is balancing the trade-off between how much information is extracted, and the costs imposed on participants (e.g., time and cognitive load). For example, Johnston et al. [64] propose a dynamic preference elicitation mechanism with the goal of minimizing the number of pairwise comparisons that each participant is asked to make. Usability issues not only
make the task more difficult for participants, but also undermine the informativeness of the preferences they provide. For instance, Lee and Baykal [75] describe how participants turned to error-prone heuristics when they found it difficult to express their preferences using the provided interface. Studies that have crowd-sourced preference information also raise concerns about the quality of those judgments when participants lack information and a sense of personal investment [10].

These concerns may be mitigated when the participants involved already have substantial expertise and experience making similar kinds of judgments. For example, Lee et al. [78] elicited preferences regarding food donation matching from stakeholders who had personal experience with this process: staff at the non-profit that matches donors and recipients, volunteers who transport donations, and staff at donor and recipient organizations. Another approach is to provide participants with additional information to help them form their judgments. Researchers have shown experimentally that information provision can change how people report their preferences in the school choice context [8, 26, 29, 57, 84]. However, this information also must contend with limits on participants’ time and cognitive resources, and there is likely always going to be additional context that could influence people’s judgments that is not available. For example, Freedman et al. [40] asked people to make pairwise comparisons between potential organ transplant recipients on the basis of factors like whether they had skin cancer, but the researchers admit that there is far more information that someone may need to judge this situation, such as the prognosis for the disease.

The structure of the preference language can impose higher or lower informational and cognitive load on participants. For instance, Lee et al. [79] argue that pairwise comparisons are easier than ranking tasks for people who have not already formalized their preferences. In fact, the process of making pairwise comparisons actually helped participants understand their own perspectives better by forcing them to make concrete judgments and trade-offs. Ultimately, designing low cost preference languages requires considering participants’ access to time and resources, their knowledge about the decision domain, and how much they have reflected on their needs and priorities.

4.3 Collectivism: Aggregating individual preferences is a limited means to achieve collective goals

The challenges with preference elicitation are further compounded when preferences are aggregated. In addition to satisfying individuals’ preferences, decision-makers often have collective-level goals for how they distribute resources. For example, many school districts want to promote diverse classrooms and increase equitable access to educational opportunities [109]. However, optimizing for satisfying participants’ individual preferences does not necessarily align with collective goals.

4.3.1 Student Assignment. In the school assignment context, preference-based systems circumvent the issue of defining and working towards collective goals by implicitly defining the socially optimal outcome as the one where each individual receives their most preferred option. In the case of San Francisco, this means that regardless of how well the system works, segregated choice patterns can lead to segregated schools. Even if SFUSD were able to assign every student to their first choice school, schools would remain heavily racially and economically segregated, with students from low-income and historically marginalized backgrounds concentrated in under-served schools [53]. In other words, the ultimate decisions remain heavily shaped by individuals’ submitted preferences.

Although individuals’ preferences shape both individual and collective outcomes, families have no formal avenues to participate in student assignment beyond independently submitting their individual, self-interested preferences. The introduction of school choice policies however, have been closely tied to desegregation efforts, an explicitly collective goal. Most parents in our sample were aware that the system was designed to promote integration and educational equity, and many supported those goals in the abstract. Several parents said that student diversity was an important factor that they looked for in a school (S5, S6, O1, O3). However, student assignment mechanisms model parents as consumers in a market for schools, rather than citizens participating in and negotiating a political process in which their own choices impact other members of their community. Parents are expected to secure a high quality education for their own child, while at the same time accepting that there are not sufficient seats at high-resourced schools for every child to have such an opportunity. As O4 put it, referring to under-resourced schools in Oakland, “If you don’t want to put your baby there, why would it be okay for me to have to put my baby there?” Over time, these systems entrench the idea that individual choice is the only or best way to provide families access to schools, leaving school districts with fewer politically viable opportunities to promote community-level goals.

4.3.2 Other preference-based systems. In some systems, like assigning students to schools, dividing goods or tasks in a group of people [75, 76], or scheduling shifts [79], elicit preferences from people who will be directly, immediately impacted by the decision. In this case, it is possible to ask each person which outcome they would prefer for themselves. In other cases, preference elicitation is used to gather a wide variety of perspectives about hypothetical decision scenarios. This data is then used to train algorithms to make similar decisions that represent those perspectives in real scenarios, for example, who should receive a transplant [40] or public housing [72]. In the latter examples, people still contribute individual preferences, but those preferences are in regards to how others should be treated, rather than what they want for themselves.

However, asking people directly about their preferences for collective outcomes is still insufficient for ensuring that decisions meet collective goals or principles. For instance, people hold conflicting ethical views [10, 40, 72], in which case the choice of aggregation procedures can have critical influence over whose views are represented in the final decision [46]. Gordon et al. [46] point out that majoritarianism has silently ruled in machine learning data collection, and argue that making the pluralism of annotators’ opinions more explicit can better enable decision-makers to prioritize particularly relevant or informed perspectives in a given decision.
In contexts where a decision-maker elicits people’s preferences for their own outcome, we may not expect participants to be willing to trade-off any personal gain to advance collective goals. However, empirical evidence refutes this assumption. For example, in experimental settings, participants wanted to discuss and negotiate the final division of labor and goods after using a splitting algorithm, making room for cooperation and altruism [75, 76]. Giving participants insight into the complexity and constraints of the decision problem can also help them consider what trade-offs they are willing to accept, and why those trade-offs are needed [76, 79]. Further research is needed to understand how negotiation could scale beyond small groups, and how systems could support participants in considering broader collective outcomes and trade-offs without significantly increasing the time and cognitive costs of engagement.

5 ADDRESSING THE CHALLENGES WITH PREFERENCES

In the previous section we described how the design of a preference language shapes what participants can convey through their preferences, how costly it is for them to do so, and the extent to which decision-makers can use those preferences to reach collective goals. Preference-based systems are gaining popularity because preferences can be a cheap and scalable way to quantify the relative value that each person has for some available alternatives, and there are a wide range of well-studied aggregation procedures that can translate individual preferences into a collective decision [16]. When the stakeholders involved are well-informed about the decision context and have relatively equal power and access to resources, this process has been shown to improve both quantitative measures of efficiency and fairness, and stakeholders’ perceptions of the decisions [78]. However, problems arise in settings characterized by political tensions, power imbalances among participants, and high-stakes decision outcomes. The student assignment case study illustrates the challenges for designing preference-based systems that support equitable participation and work towards collective goals in addition to meeting individuals’ needs. This case study also highlights the ways in which privileging individual choice can cause harm, particularly to those who are marginalized in the process and face greater barriers to participating.

The challenges in the student assignment domain are long-standing and complex, highlighting the need for new approaches to designing such systems. To this end, we discuss the implications of our findings for researchers and practitioners who are considering or implementing preference-based algorithmic systems. Figure 2 summarizes our recommendations for addressing each of the three considerations we discussed in the previous section. First, we discuss paths forward in the design of preference elicitation mechanisms that improve expressiveness and reduce costs (Section 5.1). Second, we draw on theories of procedural justice to discuss how to engage participants in co-defining collective goals, and propose technical mechanisms to account for those collective goals in aggregation procedures (Section 5.2). Finally, even with interventions to improve expressiveness, reduce costs, and account for collective goals, preference-based systems can cause harm, and are not appropriate in every setting. We conclude by discussing these risks (Section 5.3).

5.1 Preference elicitation: improve the options, simplify the preference language, and provide support

In Section 4, we discussed two ways that the design of the preference language shapes participation: it determines which of their needs participants can communicate, and how costly it is for them to do so. As a result, student assignment systems offer some families access to schools they prefer over their neighborhood school, but for others this choice is more elusive than meaningful. In this section we discuss three alternatives to mitigate these issues: improving the underlying set of options, simplifying the preference language, and providing support to reduce costs for participants.

5.1.1 Improving the options. In some cases, the preference language can only express people’s preferences for a set of existing options. For example, the set of schools in a school district. This makes it less expressive for people who benefit less from that existing set. One path forward is to spend resources improving the underlying options to ensure every participant has a high quality option realistically available to them. A similar argument could be applied in settings like medical triage, where funds could be spent on obtaining more equipment rather than developing more complex methods for rationing the limited existing stock. Of course, this option is usually appealing to all stakeholders, but is often infeasible in the short-term. Regardless, it is worthwhile reiterating that there can be a trade-off between spending time and money on new technology for distributing resources and improving that pool of resources.

5.1.2 Simplifying the preference language. A second alternative is to change the preference language that the system uses to collect participants’ preferences to make it simpler or a closer match for how people already conceptualize their needs and values. For example, in the student assignment domain, one option is to reduce the choices available in meaningful ways. Currently, systems rely on each individual participant solving a complex task to reflect their preferences: they need to search among a very large set of potential schools and form a rank-ordered list of a handful of schools as their preference list. This contributes to inequality as the costs are higher for participants with less background knowledge about the school system, and more burdensome for those with less time and resources to spend on the process (as discussed in Section 4.2).

One approach to alleviate the adverse effect of informational asymmetry is offering choice menus, i.e., a limited subset of schools offered to each participant from which they can select their preferred schools. The basic idea is that searching in a larger pool puts those with higher search costs at a higher disadvantage compared to those with lower search costs. Such choice menus could be constructed considering an applicant’s characteristics (such as background and priorities). They can also act as a lever to balance the population characteristics in a school, by offering that school to a more balanced population of students.

9As an extreme case, consider menus of length one, where the asymmetry across search costs has no effect on those with higher costs.
Figure 2: In Section 4 we identified three considerations for the design of preference languages that shape participation: 1) Expressiveness (4.1); 2) Cost (4.2); and 3) Collectivism (4.3). If the preference language makes it difficult and costly for marginalized stakeholders to communicate their needs, then the system offers unequal opportunities to participate. Systems that only account for individual preferences have limited means to reach collective goals. In Section 5 we discuss paths forward for designing preference elicitation mechanisms that are more expressive and less costly (A-C; 5.1) and aligning preference aggregation algorithms with co-defined collective goals (D-E; 5.2).

5.1.3 Providing support. Even with a simple and carefully designed preference language, there will be participants who need support to fully participate. For example, most people are not experts in education, and many first-time parents do not know what to look for in a school. These participants will need informational support, even with fewer options to choose from. Support interventions must account for potential participants’ knowledge of the context, technology access, language proficiency, and time constraints. In our prior work [99], we advocated for an assets-based design approach, which asks how we can amplify existing resources and strategies in a community [71]. We emphasized the important of personalized, one-on-one support through trusting relationships [99]. Other options for reducing the costs of using the preference language could include making it easier for people to apply online using devices they already own, e.g., through a mobile-friendly website.

In the next section we expand on the need to engage participants more deeply than through preference elicitation alone in order to define collective goals, and discuss technical mechanisms for working towards those collective goals in practice.

5.2 Preference aggregation: co-defining and accounting for collective goals

Preference-based systems have mostly assumed an individual model of preferences, where each person has some self-interested preferences for the available options, which they report to the decision-maker. However, in many distributive decisions, there are collective-level outcomes that are important but not captured in people’s individual preferences. For example, many school districts have prioritized racial and socioeconomic diversity in schools, but assignment algorithms offer limited opportunities to trade-off between individual preferences for schools and collective goals.

As discussed in Section 4.3.2, adapting the preference language to explicitly ask people for their preferences over collective outcomes is likely not sufficient to address this problem. For one, such
an approach is likely to make the preference language more complex and increase the costs of participation, in opposition to our recommendations in Section 5.1. Further, people’s preferences are likely to be conflicting, leaving the decision-maker to choose explicitly or implicitly (through the choice of an aggregation procedure) which perspectives to prioritize [10, 46]. Instead, decision-makers may wish to enforce certain ethical principles or collective values, even if those do not align with the views of some stakeholders [87]. Therefore, there are two challenges to improving the alignment of preference-based systems with collective goals: defining which collective goals are important, and then ensuring that the aggregation procedure respects those goals.

5.2.1 Co-defining collective goals. Achieving collective goals with preference-based systems is only a problem when those goals do not align exactly with individuals’ preferences. Therefore, working towards those goals will require that some stakeholders receive less personally preferable outcomes. In this way, advancing an individual preference-based system to pursue collective goals creates a deep tension between individual outcomes and collective values. It is thus especially important to consider who has a voice in shaping the collective goals, and how the decision-maker can build buy-in to those goals to establish legitimacy and trust. The principles of procedural justice offer paths forward.

Procedural justice theory teaches that the process through which a decision is made is as important as the outcome to satisfaction, perceptions of legitimacy, and compliance with that decision [119, 122]. The term “procedural justice” refers to individuals’ perceptions that the procedures used to make decisions are fair. Importantly, procedural justice is a measure of subjective perceptions of fairness, not a measure of the objective fairness or equity of a decision [7]. Empirical determinants of procedural justice include the degree of voice and control individuals have in the process, whether the decision maker was respectful and unbiased, whether individuals identify with decision-makers and their values, and whether they understand the decision-making process [62, 119, 120]. Procedures that incorporate these process elements result in more satisfaction with the decision, greater perceptions of legitimacy of the decision maker, and more compliance with the decision, even when the outcome is unfavorable [118, 121]. At the same time, because procedural justice represents only the perception of fairness, yet mobilizes satisfaction and compliance with negative outcomes, it risks legitimizing unfair decisions [44, 65, 116].

Rather than take individual preference satisfaction as the primary goal by hard wiring it into the assignment system, an alternative approach could encourage community deliberation and discussion to define collective goals. This process could acknowledge explicitly that in some instances, individual preferences must give way to collective values, and enable participants to determine appropriate trade-offs. With appropriate voice, participation, inclusion, and information, procedural justice principles suggest that policy makers would have a cushion of support for creating a process in which not everyone gets their first-choice school, but important collective values receive appropriate weight [123]. Procedural justice research suggests that satisfaction with outcomes, perceptions of the legitimacy of the decision makers, and acceptance of the decisions will follow.

5.2.2 Adjusting algorithms to account for collective goals. Once decision-makers have determined their collective goals, ideally in collaboration with the community, they need to ensure that the mechanism will account for those goals in determining outcomes. Most existing preference languages do not account for collective goals. Systems thus can feature undesirable equilibrium outcomes. For example, segregated schools can remain segregated, in part due to their reputation and the absence of means through which the participants can coordinate their decisions. In the context of assigning candidates to pre-military academies, “preference-specification” languages have been proposed that allow academies to express their preferences over the diversity of candidates they admit by specifying lower or upper quota constraints on subpopulations of candidates. Building on this work, we next discuss two approaches to address this issue, using student assignment algorithms as an example: one based on making minimal changes to Deferred Acceptance, and the other based on Mathematical Programming approaches that remove focus from Deferred Acceptance and stability as solution concepts.

School-specific priority scores are often used in the course of Deferred Acceptance to ration seats among students when there is excess demand at a school. One way to shift away from segregated equilibrium outcomes is the dynamic adaptation of these priority scores. When the policy maker has a different target population distribution at a school than at status quo, then higher priority scores can be given to the most absent subpopulations. These scores should be adjusted dynamically as the population distribution gets closer to the target over time. This approach can balance the population distribution induced by the algorithm at a school while preserving stability overall.

There are other technical approaches that could more directly implement collective goals at the expense of dismissing stability. One example is methods based on Mathematical Programming which, e.g., could associate a binary variable to each student-school pair and find an assignment that respects feasibility constraints (such as schools’ capacities) while taking other collective goals into account, such as a statistical distance of the population distribution at a school from a target distribution.

While we have offered paths forward for designing preference-based systems that address the challenges discussed in Section 4, we do not believe that preference-based systems are always appropriate. We conclude this section by discussing the risks and limitations of preference-based systems as a whole.

5.3 Limitations and risks of preference-based systems

In deciding whether a preference-based system is appropriate, one should determine the extent to which the system offers meaningful choice (and to whom), and weigh the costs involved in providing adequate support to participants. It is also important to consider how introducing choice can make alternative or complementary avenues for promoting positive change more difficult.

Preference-based systems can only improve people’s access to resources if there are high-quality options realistically available to every participant. As discussed in Section 4.1, offering participants a choice among the same set of alternatives does not necessarily offer
every participant the same value. Some would argue that offering some degree of choice is better than offering none, even if that choice can only partially reduce disparities in access to resources. For instance, many parents in our sample were able to use the choice system to access a school they preferred over their neighborhood school, while admitting that others in their community were still not afforded that opportunity. While this limitation may not be a reason to forgo a preference-based system altogether, awareness of the realistic capacity for such a system to promote social change and equalize access to resources is important so that decision-makers and advocates can ensure complementary strategies are in place.

In any participatory process there will be unequal costs associated with participating, which if not properly addressed will exclude those already at the margins. As discussed above and in our prior work [99], personalized, one-on-one support is crucial for ensuring the full and equal participation of marginalized stakeholders in preference-based systems (5.1.3). This call to prioritize personalized support over one-size-fits-all solutions is at odds with some of the motivations for preference-based systems, e.g., that they easily scale to large groups of people. However, in order to reduce costs for participants, the decision-maker must be prepared to take on some of those costs on their behalf. To genuinely promote long-term social change and progress towards distributive justice, we must recognize the necessary frictions and ongoing maintenance required to create inclusive, democratic, participatory processes [111]. Preference-based systems will not function equitably at scale if resources are not provided for this maintenance and support work.

A higher level political risk is that individual preference-based systems, e.g. school choice systems, can entrench the belief that individuals have a right to choose, and that the only optimal allocation of resources is that which efficiently maximizes people’s individual preferences [60]. These systems resonate with individualist values, belief in markets, and popular neoliberal policy solutions. Collective goals, which may have been the stated motivation for the system in the first place, become tangential to the process. Further, when used to distribute public resources, this ideology shifts responsibility onto individual stakeholders to secure their access to resources to which they would otherwise be entitled, and normalizes even exacerbates inequality. Once such a system is in place, it becomes increasingly difficult to implement policies that reduce, or seem to reduce, the degree to which the decision-maker respects individuals’ preferences.

Alternatives to choice exist. For example, one alternative to ensure equitable opportunities in public education is a redistributive approach, which would create high quality programs in low-resource neighborhoods and protect local students’ access to these programs [4]. Parent participation in school governance and strong teacher’s unions also have a history of promoting change, for instance, fighting school closures in Black communities [38, 47], and pushing for improvements at schools like smaller class sizes, experienced teachers, and more equitable funding structures [1, 63, 106]. However, offering choice risks reducing the effectiveness or political viability of these alternatives by promoting individualism and free market values, and shifting the responsibility for ensuring the quality of children’s education onto their guardians.

Finally, a question remains about whether preference-based systems should ever be considered truly “participatory” systems [83]. Our findings highlight that preference elicitation alone does not align with the values of participatory design. For instance, in the student assignment setting, families have little to no say over the conditions or structure of their participation, or how the system should work overall. Recent work somewhat addresses this problem by integrating other forms of engagement with participants, such as conducting interviews or surveys to define what the preference language should look like [40, 77]. As discussed above, another opportunity for integrating deeper participation is in defining collective goals that the system should support (Section 5.2.1). In summary, the specific configuration and conditions of participation are critical factors in determining whether a particular preference-based system is truly increasing people’s voice and power in algorithmic decision-making [124].

6 CONCLUSION

A convenient way to incorporate stakeholders’ input into algorithmic decision-making is by collecting and aggregating individual preferences. Implementing a preference-based system requires designing a preference language, in which participants will convey their needs and goals to the decision-maker. We used student assignment algorithms as a case study to illuminate three properties of preferences languages that shape opportunities for meaningful participation: expressiveness, cost, and collectivism. When these factors are not appropriately accounted for, preference-based systems can exacerbate inequality and fail to promote collective goals. Based on our findings, we offered implications and paths forward to increase the expressiveness of preference languages, reduce costs for participants, and work towards co-defined collective goals. With these paths forward comes the warning that preference-based systems are not appropriate in every setting, and that preference elicitation alone will never be sufficient to engage stakeholders in meaningful sharing of power and agency in algorithmic decision-making.
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